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**Emulator**
- LightNVM’s QEMU
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FEMU: QEMU/Software based Flash Emulator

- **Cheap**: $0, https://github.com/ucare-uchicago/femu
- **Accurate**: 0.5-38% error rate in latency
  - 11% average at microsecond level
- **Scalable**: support 32 channels/chips
- **Extensible**
  - modifiable interface
  - modifiable FTL
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What is FEMU?

Typical Fullstack Research

- App
- Host OS
- Hardware Platform

FEMU Fullstack Research

- App
- Guest OS
- VM
- NVMe
- FEMU
- QEMU

Supported research:
- Kernel changes
- Interface changes
- FTL changes
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FEMU is Scalable!
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2. **Guest OS**
   - **App**
   - **NVMe driver**
     - Submission Queue
     - Completion Queue
     - Tail Doorbell
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     - QEMU NVMe Emulation

3. **VM-exit**

4. **thousands of cycles interrupt overhead**
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More than 20us latency reduction

DMA from/to heap storage
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Error = \frac{|L_{femu} - L_{oc}|}{L_{oc}}
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Single-Register model (S-Reg)

NAND \rightarrow Data Register \rightarrow RAM \rightarrow NAND \rightarrow Data Register \rightarrow RAM

\[ T_R + T_{transfer} \rightarrow \text{queueing delay} \rightarrow T_R + T_{transfer} \]

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure.png}
\caption{Diagram showing the single-register model (S-Reg) with NAND, Data Register, RAM, and additional delays.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{graph.png}
\caption{Graph showing OLTP and error percentage.}
\end{figure}
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Single-Register model (\textit{S-Reg})

\begin{align*}
\text{NAND} & \xrightarrow{\text{Req1}} \text{Data Register} \xrightarrow{\text{Req1}} \text{RAM} \xrightarrow{\text{Req2}} \text{NAND} \xrightarrow{\text{Req2}} \text{Data Register} \xrightarrow{\text{Req2}} \text{RAM}
\end{align*}

\[ T_R + T_{\text{transfer}} + T_R + T_{\text{transfer}} \]

Queueing delay

Double-Register model (\textit{D-Reg})

\begin{align*}
\text{NAND} & \xrightarrow{\text{Req1}} \text{Data Cache Register} \xrightarrow{\text{Req1}} \text{RAM} \xrightarrow{\text{Req2}} \text{NAND} \xrightarrow{\text{Req2}} \text{Data Cache Register} \xrightarrow{\text{Req2}} \text{RAM}
\end{align*}

\[ \text{faster} \]

\[ \text{OLTP} \]

\begin{axis}[
width=8.4cm,
height=6cm,
xtick=data,
symbolic y coords={0,20,40},

\addplot[fill=gray!30] coordinates {
(1,0)
(2,40)
};

\end{axis}
Single-Register model (S-Reg)

Double-Register model (D-Reg)

- **NAND** → **Data Register** → **RAM**
- **NAND** → **Data Register** → **RAM**

\[ T_R + T_{\text{transfer}} \]

Queueing delay

\[ T_R + T_{\text{transfer}} \]
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**OLTP**

<table>
<thead>
<tr>
<th>D-Reg</th>
<th>S-Reg</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>40</td>
<td>60</td>
</tr>
</tbody>
</table>
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Filebench

<table>
<thead>
<tr>
<th>Application</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>File Server</td>
<td>40</td>
</tr>
<tr>
<td>Network FS</td>
<td>20</td>
</tr>
<tr>
<td>OLTP</td>
<td>60</td>
</tr>
<tr>
<td>Varmail Video Server</td>
<td>10</td>
</tr>
<tr>
<td>Web Proxy</td>
<td>30</td>
</tr>
</tbody>
</table>
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Latency Error: 11-57% \Rightarrow 0.5-38%

- Single Register Model (S-Reg)
- Double Register Model (D-Reg)

Filebench

Latency (ms)

OpenChannel-SSD

FEMU

Similar!

X: # of channels
Y: # of planes per channel
FEMU Limitations

- Further optimizations to support higher parallelism (more scalable)
- Accuracy can be improved
- Not able to emulate large-capacity SSD
- No persistence
Conclusion

- Cheap
- Accurate
- Scalable
- Extensible

https://github.com/ucare-uchicago/femu
Conclusion

Installing and using FEMU can cause side effects including headache, nausea, agitation, and depression. If your research condition does not improve after using FEMU for a week, please talk to us, your advisor, or your doctor immediately.

- Cheap
- Accurate
- Scalable
- Extensible

https://github.com/ucare-uchicago/femu
Thank you!

Questions?

FEMU: https://github.com/ucare-uchicago/femu

Huaicheng Li
huaicheng@cs.uchicago.edu

http://ucare.cs.uchicago.edu